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Abstract
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1 Introduction

A view widely held by economists and entrepreneurs is that investments in research and development (R&D) are discouraged by imperfections in capital markets. The main reason is that information about the success of a new technology is usually held asymmetrically between the R&D performer and potential lenders and investors, making it difficult for these outsiders to judge the R&D-performing firms’ quality (Arrow 1962). This raises the cost of external capital and makes it in some cases impossible to obtain financing for projects that would have a positive expected net present value if normal interest rates or even the cost of internal funds were used to estimate it. In the light of this phenomenon, an increasing number of academic studies have attempted to understand, identify, and explain the occurrence of financing constraints for R&D and innovation.\(^1\)

Drawing on the concept of job market signals (Spence 1973), several studies have suggested that patents provide signals to external investors that mitigate such financing constraints. As lenders may be able to derive probabilities for the success of R&D-active firms across certain industries, but usually have difficulties assessing the value of R&D activities of individual firms, the role of quality signals thus lies in their potential to reduce information asymmetries by providing a “sorting mechanism”. Signals thus help outsiders to derive expectations about the quality of the firm that cannot be directly observed. Due to the inherent characteristics of the R&D process, when evaluating R&D-intensive firms, external lenders and investors therefore usually have to rely on observable firm characteristics which are presumably correlated with the not easily observable properties like those directly related to the R&D project(s) and their success. Long (2002) was among the first to argue that patents are an effective instrument for reducing information asymmetries between the patenting firm and outside investors. Patents have properties that may make them ideal candidates as proxies for the quality assessment of R&D-active firms: they are costly to obtain, easily observable and verifiable by outsiders. If lenders believe that patents correlate with other, less easily observable firm characteristics which are not necessarily

\(^1\) See Hubbard (1998), Hall and Lerner (2010) and Czarnitzki and Hottenrott (2010) for surveys of the literature.
directly related to the inventions, patent counts may work as signals for otherwise unobservable or difficult-to-measure attributes, such as knowledge capital or the productivity of R&D spending. Moreover, the patenting process may help to reveal information about technological discoveries and their potential value that otherwise would be more difficult to convey to lenders and investors. The ability to convey information credibly to outsiders at relatively low cost may therefore be a highly valuable function of patents (Long, 2002, Arora et al. 2001).

Previous research that has studied the signaling value of patents has focused mainly on start-up firms in high-tech industries. This literature usually finds a positive relationship between patents and Venture Capital (VC) financing (e.g. McMillan 1985; Baum and Silverman 2004; Mann and Sager 2007, Hsu and Ziedonis 2007, Haeussler et al. 2009; Conti et al. 2013). While the evidence for patents as a quality signal for attracting VC financing concludes that they do indeed function that way, the evidence for the impact of patents on obtaining later stage financing, such as for the success of initial public offerings (IPOs), is rather mixed (Deeds et al. 1997; Stuart et al. 1999; Heeley et al. 2007).

This paper contributes to the existing literature by providing panel data evidence for a large sample of established, R&D-active firms. To our knowledge, it is the first to look at established firms rather than start-ups. Moreover, it is among the first papers to study the relationship using patents filed at the European Patent Office rather than the US Patent and Trademark Office. We employ a methodology that allows studying financing constraints in the market for bank finance as bank loans constitute the major external financing source for firms in most European countries.

More precisely, the study adds to previous research on the topic by investigating a large sample of R&D-active firms from the Flemish part of the OECD R&D survey in a broad range of industries comprising both small and large firms. We estimate panel data models for the period 2000 to 2009 that allow us to control for unobserved firm-specific effects.

The results show that patents indeed attenuate financing constraints. This holds for the patent stock of the firms as well as for recently filed patents. As patents may be particularly useful in reducing information asymmetries between firms and lenders when
information asymmetries are large and when alternative ways of achieving credibility are limited, we expect small firms to benefit more from patent signals than larger ones. In line with these expectations, we find the effects to hold only for small firms with less than 50 employees. Larger firms are not only less subject to financing constraints in the first place, but also do not seem to benefit from a patent quality signal.

This article proceeds as follows. Section 2 outlines the motivation for this research and briefly summarizes related research. Section 3 sets out the conceptual framework of our analysis and section 4 describes the data. The econometric set-up, our model specifications and the results are described in section 5. Section 6 concludes.

2 Capital Market Imperfections and the Signaling Value of Patents

2.1 The role of internal finance for R&D

Generally a firm is considered to be financially constrained if it cannot carry out its R&D activities at desired scale and scope due to a lack of financing availability or a very high cost of financing. Unlike most investment in tangible goods, R&D projects are characterized by high and usually firm specific investments, on the one hand, and low collateral value, on the other hand. Before willing to grant a loan, banks usually require some degree of collateral value. Especially small, R&D-active firms may fail to provide sufficient collateral value to lenders that would back potential loans. Additionally, information asymmetries between the R&D-active firm and lenders adversely affect financing conditions. Information asymmetries may be particularly severe in case of small firms for which credibly conveying information regarding their technological capabilities and overall creditworthiness is hard. As argued by Berger and Udell (1998), “unlike large firms, small firms do not enter into contracts that are publicly visible or widely reported in the press – contracts with their labor force, their suppliers, and their customers are generally kept private”. Moreover, small firms usually do not issue traded securities that are continuously priced in public markets and often do not have audited financial statements that are available to providers of outside finance.

Consequently, it is relatively more expensive for lenders to collect information on small firms, who usually apply for loans of relatively small amounts, where cost is measured by
screening costs per borrowed or invested Euro. Likewise, small firms face a relatively high cost of providing information to lenders as doing so requires scarce human, financial and time resources. As a result, small firms may have larger difficulties to credibly convey their quality to outsiders than larger firms.

If instead of detailed assessment, lenders consider average project quality in the market to assess a firm’s R&D quality, this may result in a “lemon’s premium” for above-average projects increasing financing costs even for the most promising firms (Leland and Pyle, 1977). Constrained firms therefore (have to) rely to a larger extent on internal resources when financing their R&D than firms that mainly invest in capital goods (Hall 1992; Himmelberg and Peterson 1994; Harhoff 1998; Bougheas et al. 2003; Levitas and McFayden 2009; Czarnitzki and Hottenrott 2011a) constraining R&D projects especially for firms whose internal financial sources are limited and whose innovation potential is high (Brown et al. 2012; Borisova and Brown 2013; Czarnitzki and Hottenrott 2011b, Hottenrott and Peters 2012). Not surprisingly, earlier empirical evidence supported the view that small firms in particular encounter difficulties financing R&D leading to delayed, canceled or postponed projects (Carpenter and Petersen 2006; Schneider and Veugelers 2010; Czarnitzki and Hottenrott 2011a).2 In line with these previous insights we thus hypothesize that

Hypothesis 1: Small R&D-active firms are more likely to be financially constrained in their R&D investment than larger R&D-active firms. Thus, small firms’ R&D investments should be more sensitive to internal liquidity those of larger firms.

2 One might think that this lack of access to debt would lead to firms issuing equity. However, small firms may be particularly reluctant to issue equity, even if this excludes them from certain projects. In Belgium, as in many other European countries, raising equity for financing investment projects generally appears to be disfavored and only relatively few firms are listed at stock exchanges. Particularly small, family owned firms view issuing of new equity as not particularly desirable as it dilutes their ownership position. For example, Deloof and Jegers (1999) point out there were no public issues of a straight bond by a Belgian company between 1990 and 1995. Borrowing from banks is the most common form of raising funds for investment besides internal sources such as intra-group loans (see for example Deloof 1998).
2.2 The role of patents

If firms engaged in complex R&D projects that require a high degree of specialized skills to understand the technological details seek access to external financing, lenders and investors usually have to rely on observable firm characteristics which are presumably correlated with not easily observable properties like those directly related to the firms’ R&D project(s). Because it can be costly and difficult for potential lenders to assess the value and thus the creditworthiness of a firm, quality signals may be used intentionally or unintentionally to reduce cost and effort devoted to quality assessment of the firms. Signals may provide a “sorting mechanism” based on an easily observable attribute that allows deriving expectations about qualities of the firm that are not immediately observable.

Long (2002) argued that patents are effective for reducing information asymmetries between the patenting firm and outside investors. She distinguished “the simple view of intellectual property rights” that regards patents as an exchange of information for compensation in the form of protection, from a broader view that considers patents also as a tool to credibly convey information about the underlying innovation. The argument is based on the fact that patents have properties that may make them good and readily available proxies for the quality assessment of R&D-active firms. First, patents are costly to obtain (not so much in terms of fees, but rather in the R&D needed to come up with a patentable invention), and are easily observable and verifiable for outsiders. Myers and Majluf (1984) stressed the importance of supplying a “verifiable detail” to convey information. Patents are publicly available documents that minimize information costs for potential lenders and investors and since penalties for intentionally misrepresenting information in a patent application are severe, outsiders know that the information contained in a patent has some credibility (Long 2002).

Second, if lenders assume that patents correlate with difficult-to-measure firm characteristics which do not necessarily have to be directly related to the firms’ patented inventions, patents may signal otherwise unobservable or difficult-to-measure attributes. For instance, patents provide information about the firms’ ability to perform valuable research as patents measure the outcome of past R&D and thus “advertise” the firms’ innovative capabilities. For an invention to be patentable at the European Patent Office, it must be new, industrially applicable and involve an inventive step. These requirements and the fact that
patent applications need to be approved by the patent office through a certification process, suggest that possessing a patent is the result of successful previous R&D, hence signaling the general R&D competencies of the firm (Stuart et al. 1999). Henderson and Cockburn (1994), for example, used patent counts to measure the research competencies of firms in the pharmaceutical industry and Harhoff (2009) argues that patents may signal the quality of the firms’ R&D staff and its ability to handle intellectual property rights.

Moreover, market value studies typically find that both R&D expenditures and patent stocks correlate positively with firms’ market value, and that patent stocks add information on the value of firms’ knowledge assets beyond R&D stocks (Hall 2000; Czarnitzki et al. 2006). Thus, lenders may use patent counts to extrapolate the future value of the firm. In addition, firms owning a patent experience a larger growth rate than firms not owning a patent and this relationship has been shown to be stronger for small patentees in the UK (Helmers and Rogers 2011).

Levitas and McFayden (2009) note that patents raise the prospects of future cash flows and as patents protect firms - at least to some extent - against competition, they may be expected to earn higher profit margins in the future. Moreover, since patents facilitate the licensing of technology, patents may signal additional returns to the patented technologies (e.g. Kulatilaka and Lihui 2006).

Almost more important than the profitability of the firm for lenders is the survival of the firm. The high risk of bankruptcy is one reason why small and young firms face difficulties in raising external financing. Cockburn and Wagner (2007) show that possessing patents is positively correlated with the survival of the firm and Mann and Sager (2007) also find a positive relationship between patenting activity and several success measures among which survival.

---

3 The threshold for patentability in the United States is considered by some observers to be low, especially in IT-related sectors (Jaffe and Lerner, 2004), which casts doubts on the signaling value of patents. The threshold is considered to be higher in Europe (van Pottelsbergh de la Potterie 2011). In addition, Haeussler et al. (2009) argue that European patents are approximately 5 to 10 times more expensive than U.S. patents. However this is a controversial area, and there exist dissenters (Christie et al. 2013). Hall et al. (2007) find that the valuation of US and EPO patents in US and European firms is fairly similar.
From the perspective of the firm, a reluctance to disclose innovation-related information to outsiders because of fear of imitation by competitors may exist (Bhattacharya and Ritter 1983; Anton and Yao, 1998), so that one would expect rational firms to seek patent protection only if the expected returns from the patent outweigh the costs of disclosing the information. If patents, however, have some signaling value, firms may be willing to disclose the information on their inventions in patent applications not only in exchange for being able to exclude others from using the information in certain ways, but also in order to reduce informational asymmetries between themselves and outsiders. Being aware of such a signaling value, firms may apply for patents to signal information about themselves and their R&D that would be more expensive or even impossible, or less credible when revealed in other contexts. This may explain why firms (and especially small and young companies) patent even when the need to exclude others is not important because of high cost of imitation. Moreover, because of the comparatively higher burden of obtaining a patent for small firms, it provides an even stronger patent signal to external parties. Finally, patents may also signal some salvage value that will be available if the firm goes bankrupt. However, it can be argued that the true collateral value is very difficult to assess and that therefore the signal stems more from the fact that patents make research output “as tangible as it gets”.

Based on these arguments, we hypothesize that patents have some signaling value that helps the firm obtain finance:

Hypothesis 2: Firms’ past patenting activities alleviate financing constraints.

We will measure the presence of these constraints via the sensitivity of firms’ R&D investment to the availability of internal finds. Additionally, the previous considerations lead us to hypothesize that small firms benefit more from the existence of patent signals than larger firms. Thus, we further hypothesize the following:

Hypothesis 3: Firms’ past patenting activities are more important for alleviating financing constraints for small firms’ than for larger firms.

A crucial feature of a patent is that it signals hidden attributes of the firm that lenders assume will increase the value of the firm or may make it likely that the firms will repay its debt, even if the value gain is not directly related to the patent. For example, having a
patent may constitute a competitive advantage through being a first-mover in the industry (Bessen and Maskin 2009). According to Long (2002) this might explain why industries in which competitive advantage in product markets is often derived from being a first mover, such as semiconductors and information technology, are also among the industries in which patenting is most active (Hall and Ziedonis 2001). Further, it might explain why small firms, which usually face greater informational asymmetries in capital markets than large firms, tend to patent relatively more intensely than large firms, even though they tend to enforce their patents less (Griliches et al. 1987; Mansfield 1986).4

Importantly, Lemley (2000) argues that venture capitalists use patent applications as evidence that the company is well managed, is at a certain stage in development, and has defined and carved out a market niche, rather than attributing a certain value to the patent itself. Similarly, patents may simply indicate the firm’s confidence in its research which may not be necessarily related to the relevance of the technology for future inventions. Thus, if patents constitute a quality signal, we expect that

\textit{Hypothesis 4: The signaling value is related to the existence of the patent (application), but unrelated to the technology’s ex-post value.}

2.3 Empirical evidence

Since the work of McMillan (1985) patents have been recognized as a relevant selection criterion for Venture Capital (VC) investors. A considerable number of studies has since supported the hypothesis of a positive relationship between the patent stock of high-tech start-ups and the amount of VC funding received.

Hall and Ziedonis (2001) interview executives in the U.S. semiconductor industry and find that they consider patent rights to be of significant importance in attracting VC funding. Similarly, Baum and Silverman (2004) show a positive relationship between patent applications at the US Patent Office and VC financing. However, they conclude that the importance of patents in this regard varies across industries. Mann and Sager

\footnote{This argument applies to small producing firms. There is other evidence that small non-producing firms that specialize in acquiring patents litigate more than other firms.}
(2007) analyze the relationship between patenting of software start-up firms and the progress of those firms through the VC cycle and find significant and robust positive correlations between patenting and the number of financing rounds, total investment, as well as the receipt of late stage financing. Interestingly, they find that the effect of patents depends less on the size of the patent portfolio than on the firm’s receipt of at least one patent. Hsu and Ziedonis (2007) argue that patents can increase the perception about the value of start-ups. They find that start-ups active in technology-intensive industries that have a higher patent application stock are more likely to attract initial funding from a prominent venture capitalist. In other words, their results suggest that signaling quality via patenting may benefit start-ups most in early stages of development when technological uncertainty is high and financial constraints are most binding.

Using a sample of German and British biotechnology companies, Haeussler et al. (2009) find that VC funding happens earlier when patent applications are present. Levitas and McFayden (2009) suggest that patents signal the firms’ invention and innovation competencies and facilitate access to external financing as they observe that patent owning firms seem to rely less on accumulating large cash holdings to fund their (future) R&D projects. Most recently, Conti, Thursby and Rothaermel (2013) find for a sample of start-up firms in the incubator of the Georgia Institute of Technology that those with patents obtain more external financing and conclude that patents serve as a signal for venture capitalists. Likewise, Conti, Thursby and Thursby (2013) conclude that patents serve to attract new investors and are intended for that purpose by Israeli start-up firms. This signal, however, is only effective for venture capitalists, but not for private investors.

While previous research usually found a positive relationship between patents and VC financing, evidence for later stage financing is rather ambiguous. Examining the IPO performance of biotechnology start-ups, Deeds et al. (1997) find no effects of patents on the amounts raised in an IPO and conclude that patents may only be “noisy” signals that do not really affect the expectations of public investors. Stuart et al. (1999) observe that biotechnology start-ups advertise their patent filings when aiming at initial public offerings (IPOs) although these authors also find that patents have minimal effect on market value of new biotechnology listings. Likewise, Heeley et al. (2007) find contradictory results concluding that patents can serve as signaling devices in sectors
such as biopharmaceuticals and chemicals, while they find no such evidence for information technology (IT) firms.

The motivation for the following study is thus based on two aspects that have not been addressed by previous research. First, this study is the first to use panel data evidence for a large sample of established, R&D-active firms. A substantial body of previous research on financing constraints for R&D reported evidence for such constraints not only for young, start-up firms, but also for more established firms. However, no study examines the role of patents for mitigating financing constraints for these firms. Second, the following study is among the first to look at this question using patents filed at the European Patent Office.

3 Conceptual Framework

Following on the seminal work of Fazzari et al. (1988), many econometric studies have approached the detection of financing constraints by comparing different groups of firms in terms of their investments’ sensitivity to internal financing. While this approach was initially applied for any type of investment, later studies have adopted the methodology analogously to investment in R&D (e.g., Hall 1992; Himmelberg and Peterson, 1994). For the group of supposedly unconstrained firms, R&D spending should not be as sensitive to the availability of internal funds as the R&D of constrained firms, as the former group is able to raise financing externally. Recent research further stressed the importance of R&D smoothing through cash holdings especially for firms that are most likely to face financing frictions (Brown and Peterson 2011; Brown et al. 2012). In line with this methodology\textsuperscript{5}, we set up an empirical model that allows us to distinguish

\textsuperscript{5} It should be noted that like it would have been desirable to estimate dynamic panel data models since theoretical investment models are typically based on the inter-temporal optimization problem considering the size of investment and the level of (R&D) capital stock (see Brown and Peterson 2011; Brown et al. 2012). An application of such method would, however, require four consecutive observations per firm in order to conduct meaningful panel regressions. Our panel data is, however, not only unbalanced but has also gaps in the time-series structure because firms did not necessarily respond to the surveys in adjacent years. Therefore, we found it impossible to estimate dynamic models as additional concerns arise with respect of the validity of such methods when used for unbalanced panels.
differences in R&D investments’ sensitivity to internal liquidity due to heterogeneity in
firm size. We measure internal liquidity by the firms’ working capital which includes
cash holdings. In particular, we distinguish between large and small firms where “small”
is defined using the European Commission definition, namely that the firm has fewer
than 50 employees. We estimate separate equations for small and large firms’ investment
to identify differences in the reliance of firms on internal funds, on the one hand, and
difference in the effects of firms patenting activity on access to external financing, on the
other. We expect a positive relationship between firms’ liquidity and the firms’
expenditures in R&D. For small firms, however, we would expect financial constraints to
be binding in the sense of a stronger sensitivity of investment to liquidity reflecting that
these firms are constrained in the level of their R&D activity by their internal funds. In
other words, we interpret a positive sensitivity of R&D investment to internal resources
as an indication of lack of access to external financing.

If patents serve as a quality signal the firms’ stocks of patents (or the number of pre-
period patent applications)\(^6\) should reduce the firms’ reliance on internal funds for their
R&D investments. More precisely, we would expect that the interaction term between
patents and internal funding is negative, (partially) off-setting the positive effect of
internal liquidity.

4 Data

The following analysis uses unique database that we constructed based on several
sources: the Flemish R&D survey, the OECD/EPO patent citations database, and the
Bureau van Dijk BELFIRST database.

Information on firms’ R&D-related activities comes from the Flemish part of the OECD
R&D survey. This survey is harmonized across OECD countries and is conducted every
second year in order to compose the OECD Main Science and Technology Indicators.

\(^6\) Harhoff (2009) argues that patents do not necessarily have to be granted yet in order to work as a signal as
even patent applications reveal information and require money and time. Hence, we use patent applications
rather than granted patents in the subsequent analysis.
The sampling population from which the survey sample is drawn targets all R&D-active companies in Flanders. Our analysis is based on repeated cross sections that form an unbalanced panel from five consecutive waves of the R&D survey covering the period from 2000 until 2009. Each wave provides information at the firm level for two consecutive years. The definition of research and development used in the survey is based on the definition of the OECD Frascati Manual (1993, 2002) which frames the methodology for collecting and using statistics about R&D in OECD countries.

Patent information comes from a database issued by the European Patent Office (EPO), the “OECD/EPO patent citations database” (Webb et al., 2005). This database covers all patents applied for at the EPO since its foundation in 1978 as well as all patents applied for under the Patent Cooperation Treaty (PCT) in which the EPO is designated, so-called “Euro-PCT applications”. Additionally, information from the Belgian patent office was used to include information about patents filed in Belgium only. Patent data is available as a time series from 1978 until the end of 2011.

The accounting and balance sheet data for our firms stems from the BELFIRST database provided by Bureau van Dijk. BELFIRST is a comprehensive database that contains information on about 1.2 million active and non-active Belgian companies. Approximately half of the companies have financial account information; the remainders are generally individuals (sole traders).

Our sample comprises firms that invested at least once in R&D during the panel period and are observed at least twice during that time. We require two years of data since we estimate simple panel data models that control for unobserved heterogeneity. On average, we observe each firm about 4 times in our panel. After eliminating data with missing values in the variables of interest and requiring the firms to be observed at least twice during the sample period, our final unbalanced panel consists of 4,309 unique firm-year observations referring to 1,135 different firms active in a broad range of industries.7

7 Table A1 in the appendix provides details on the distribution of firms across industries.
4.1 Variables

Firms’ R&D expenditures (more precisely, firms’ R&D intensity measured as R&D per tangible capital) serve as the dependent variable in the following analysis ($R&D$). We derive indicators for the firms’ capital structure from balance sheet information.\textsuperscript{8} The firms’ stock of working capital serves as a measure of operating liquidity. As suggested by Hall and Kruiniker (1995), using working capital instead of cash flow as a measure of firms’ liquidity is preferable, because it is a better indicator of the funds available for investment.\textsuperscript{9} Although working capital is affected by cash flow, working capital is a more precise liquidity indicator when it comes to investment decisions as it also includes not only cash but also values that can relatively easily be converted into cash. Thus, the advantage of working capital compared to cash flow is that it is an accumulation rather than a flow parameter. More precisely, working capital ($W\text{CAP}$) is the net amount of short term assets, i.e. the difference between current assets minus current liabilities of a firm. For the purpose of the following study, we make use of a measure that is to a high degree comparable across firms in our sample and not biased by accounting options. Hence, we employ a stricter definition and calculate $W\text{CAP} = \text{cash} + \text{inventories} + \text{accounts receivable} – \text{accounts payable}$.\textsuperscript{10} Other short term assets (such as other current assets, prepaid expenses, deferred charges) and liabilities such as other short term debt and other creditors are not included. The higher the working capital the more secure is a firm’s liquidity and accordingly its financial flexibility. This variable can take positive or negative values. A positive working capital means that short term liabilities are covered by current assets (accounts receivable and inventory) whereas a negative working capital indicates that a firm’s current assets are not sufficient to cover its current liabilities.

\textsuperscript{8} These accounts follow the Belgian GAAP on an annual basis.

\textsuperscript{9} The appropriateness of cash flow as an indicator for financial liquidity and the interpretation of the sensitivity of R&D investment to changes in cash flow has been intensely criticized in the literature (Hao and Jaffe 1993; Fazzari and Petersen 1993; Kaplan and Zingales 1997, 2000). Especially for large firms, cash flow levels may be determined by accounting practice as well as by dividend policies (Jensen and Meckling 1976; Jensen 1986).

\textsuperscript{10} Accounts receivable and accounts payable are termed Trade Debtors and Trade Creditors in the data source. Inventories are called Stocks.
In addition, we obtain firm’s debt, more precisely the longer-term liabilities of the firm which consist of all non-current liabilities payable later than one year, to control for credit market access. For the variable DEBT, we use a two period lag as debt is measured at the end of the year \( t-2 \), so that its visibility to potential lenders is effective in \( t-1 \). We calculate the firms’ debt-to-tangible assets ratios (DEBTRATIO) rather than debt-to-equity ratios as the former type is more meaningful in terms of reflecting the firms’ liabilities relative to the firms’ collateral value. Thus, as common in the literature, we scale the dependent variable as well as WCAP and DEBT by firms’ assets (see e.g. Fazzari et al. 1988; Fazzari and Petersen 1993; Harhoff 1998). We use tangible assets (\( k \)) from the firm accounts, which excludes intangible assets, financial assets, and current assets.

Our measure of the key variable, patenting activity, is computed as the stock of patent applications made by the firm. We compute this quantity for each firm and year as a perpetual inventory of past and present patent applications of the firm with a constant depreciation rate (\( \delta \)) of 15 percent, as is common practice in the literature (see Griliches and Mairesse, 1984):

\[
PATSTOCK_{i,t} = (1-\delta)PATSTOCK_{i,t-1} + PATAPPS_{i,t}
\]  

We also control for firm size measured in terms of the firms’ tangible assets, measured as the log of those assets. Larger firms may be able to realize economies of scale and scope when doing R&D activities. Because R&D investment may also depend on the life cycle of the firm, and younger firms are often observed to invest relatively more in R&D than older firms, we control for age-related effects by including the log of age, \( \ln(AGE) \).

Additionally, the dummy variable GROUP is included to take into account that firms that are part of an enterprise group may conduct more R&D since firms associated with a group can benefit from intra-firm knowledge spillovers as well as from R&D funding through intra-group sources. A set of yearly time dummies is included to take business cycle effects into account and 16 sector dummies on basis on the European standard industry classification (NACE) are included to capture differences in technological opportunities that determine R&D investment. To avoid simultaneity bias due to feedback effects from the dependent variable to current explanatory variables, we use lagged values of all time-varying independent variables (with the exception of \( AGE \)).
4.2 Descriptive statistics

Table 1 presents the descriptive statistics for these variables for the full sample as well as for the groups of small and larger firms separately. We define small firms as those whose employment averages less than 50 during the sample period, which is essentially the definition used by the European Commission. Out of total 4,390 firm-year observations about 45% refer to small firms.

Average R&D to tangible assets ratio in the full sample is 0.88 which correspond to an annual R&D spending of about 3 million, on average. Median spending is much lower, however, with about 132.5 thousand euros (not reported). A bit more than 20% of the observations stem from patent-active firms, that is they filed at least one patent in the sample period. The average patent stock is 1.09 and firms file on average 0.6 patents per year. This value is higher in the group of patent-active firms, i.e. firms with at least one patent application with 2.9 patents per year (not reported). The firms’ long term debt is around 22 million euros on average resulting in a mean debt to tangible assets ratio of 1.34; the median is much lower at a ratio of 0.52. The working capital to tangible assets ratio is 4.87 and firms employ on average 256 employees (median = 64). Firms’ mean age is close to 29 years and remarkably 57% of the firms are part of an enterprise group.

When splitting our sample into small and larger firms, we see interesting differences in the main variables between these two groups. Small firms have significantly (at 1% level) higher R&D expenditures to tangible assets ratios, smaller patent stock and fewer patent applications in a given year. Small firms’ patents receive significantly fewer citations, reflected in smaller citations stocks. Moreover, these firms are younger, more often independent ventures and have lower debt ratios \((DEBT/K)\), on average. The amount of working capital is significantly lower for the sub-sample of small firms, but the mean of the working capital to tangible assets ratio is larger for the group of small firms.
Table 1: Descriptive Statistics (main variables)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Units</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Full sample (4,390 obs. of 1,147 firms)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R&amp;D_{i,t}/K_{i,t}$</td>
<td>ratio</td>
<td>0.881</td>
<td>3.884</td>
<td>0</td>
<td>128.571</td>
</tr>
<tr>
<td>PATSTOCK$_t-1$</td>
<td>count</td>
<td>1.090</td>
<td>8.062</td>
<td>0</td>
<td>231.2</td>
</tr>
<tr>
<td>PATAPPPS$_t-1$</td>
<td>count</td>
<td>0.599</td>
<td>4.520</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>CITSTOCK$_t-1$</td>
<td>count</td>
<td>9.720</td>
<td>181.718</td>
<td>0</td>
<td>5,667.5</td>
</tr>
<tr>
<td>WCAP$<em>{i,t-1}/K</em>{i,t-1}$</td>
<td>ratio</td>
<td>4.870</td>
<td>9.404</td>
<td>-0.908</td>
<td>112.255</td>
</tr>
<tr>
<td>DEBT$<em>{i,t-2}/K</em>{i,t-1}$</td>
<td>ratio</td>
<td>1.344</td>
<td>3.265</td>
<td>0</td>
<td>38.757</td>
</tr>
<tr>
<td>$K_{i,t-1}$</td>
<td>million €</td>
<td>17.962</td>
<td>99.255</td>
<td>0.001</td>
<td>2,253.238</td>
</tr>
<tr>
<td>EMP$_{i,t}$</td>
<td>headcount</td>
<td>255.702</td>
<td>693.012</td>
<td>1</td>
<td>11,575</td>
</tr>
<tr>
<td>AGE$_{i,t}$</td>
<td>years</td>
<td>28.790</td>
<td>19.817</td>
<td>5</td>
<td>138</td>
</tr>
<tr>
<td>GROUP$_i$</td>
<td>dummy</td>
<td>0.571</td>
<td>0.495</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Large firms (2,428 obs. of 567 firms)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R&amp;D_{i,t}/K_{i,t}$</td>
<td>ratio</td>
<td>0.495</td>
<td>1.811</td>
<td>0</td>
<td>27.806</td>
</tr>
<tr>
<td>PATSTOCK$_t-1$</td>
<td>count</td>
<td>1.885</td>
<td>10.767</td>
<td>0</td>
<td>231.2</td>
</tr>
<tr>
<td>PATAPPPS$_t-1$</td>
<td>count</td>
<td>1.035</td>
<td>6.035</td>
<td>0</td>
<td>132</td>
</tr>
<tr>
<td>CITSTOCK$_t-1$</td>
<td>count</td>
<td>1.344</td>
<td>3.265</td>
<td>0</td>
<td>38.757</td>
</tr>
<tr>
<td>WCAP$<em>{i,t-1}/K</em>{i,t-1}$</td>
<td>ratio</td>
<td>17.493</td>
<td>244.089</td>
<td>-0.816</td>
<td>5,667.5</td>
</tr>
<tr>
<td>DEBT$<em>{i,t-2}/K</em>{i,t-1}$</td>
<td>ratio</td>
<td>1.590</td>
<td>3.786</td>
<td>0</td>
<td>38.757</td>
</tr>
<tr>
<td>$K_{i,t-1}$</td>
<td>million €</td>
<td>31.721</td>
<td>131.863</td>
<td>0.020</td>
<td>2,253.238</td>
</tr>
<tr>
<td>EMP$_{i,t}$</td>
<td>headcount</td>
<td>443.927</td>
<td>888.286</td>
<td>13</td>
<td>11,575</td>
</tr>
<tr>
<td>AGE$_{i,t}$</td>
<td>years</td>
<td>33.002</td>
<td>22.189</td>
<td>5</td>
<td>138</td>
</tr>
<tr>
<td>GROUP$_i$</td>
<td>dummy</td>
<td>0.764</td>
<td>0.425</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Small firms (1,962 obs. of 580 firms)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R&amp;D_{i,t}/K_{i,t}$</td>
<td>ratio</td>
<td>1.360</td>
<td>5.411</td>
<td>0</td>
<td>128.571</td>
</tr>
<tr>
<td>PATSTOCK$_t-1$</td>
<td>count</td>
<td>0.106</td>
<td>0.510</td>
<td>0</td>
<td>7.4</td>
</tr>
<tr>
<td>PATAPPPS$_t-1$</td>
<td>count</td>
<td>0.060</td>
<td>0.341</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>CITSTOCK$_t-1$</td>
<td>count</td>
<td>0.101</td>
<td>1.290</td>
<td>0</td>
<td>36</td>
</tr>
<tr>
<td>WCAP$<em>{i,t-1}/K</em>{i,t-1}$</td>
<td>ratio</td>
<td>5.596</td>
<td>10.585</td>
<td>-0.908</td>
<td>111.5</td>
</tr>
<tr>
<td>DEBT$<em>{i,t-2}/K</em>{i,t-1}$</td>
<td>ratio</td>
<td>1.040</td>
<td>2.439</td>
<td>0</td>
<td>38.131</td>
</tr>
<tr>
<td>$K_{i,t-1}$</td>
<td>million €</td>
<td>0.937</td>
<td>2.265</td>
<td>1</td>
<td>49.629</td>
</tr>
<tr>
<td>EMP$_{i,t}$</td>
<td>headcount</td>
<td>22.772</td>
<td>14.002</td>
<td>1</td>
<td>85</td>
</tr>
<tr>
<td>AGE$_{i,t}$</td>
<td>years</td>
<td>23.576</td>
<td>14.846</td>
<td>6</td>
<td>106</td>
</tr>
<tr>
<td>GROUP$_i$</td>
<td>dummy</td>
<td>0.333</td>
<td>0.472</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

5 Econometric Analysis

In the following econometric analysis, we estimate censored panel regression models as not all of our firms in the sample perform R&D in each year which results in a left-
censoring of the dependent variable. Small firms especially may conduct R&D only on an irregular basis. Indeed, in our sample the number of censored observations is larger in the group of firms with fewer than 50 employees. Thus, we estimate random effects Tobit models that can be written as

\[
y_{it} = \max(0, x_{it} \beta + c_i + u_{it}), \quad i = 1, 2, \ldots, N, \quad t = 1, 2, \ldots, T
\]

\[
u_{it} | x_i, c_i \sim N(0, \sigma^2_u)
\]

where \( y \) denotes the dependent variable, \( x \) the set of regressors, \( c \) a firm-specific time-constant effect, and \( u \) the usual random error term. The parameters to be estimated are denoted by the vector \( \beta \).

The first specification of the model to be estimated assumes that there is no correlation between \( c \) and \( x \) (see Wooldridge, 2002, pp. 540-541, for further technical details).\(^{11}\) As this assumption can easily be challenged, we relax the assumption of uncorrelatedness between \( x \) and \( c \) following Wooldridge (2002) through modifying the model by adding “within” means of each of the time varying covariates to the set of regressors to proxy “quasi-fixed effects”. Thus, if \( c_i = \psi_i + \bar{x}_t \xi + a_i \), we can write

\[
y_{it} = \max(0, \psi t + x_{it} \beta + \bar{x}_t \xi + a_i + u_{it})
\]

with \( u_{it} | x_i, a_i \sim N(0, \sigma^2_u) \) and \( a_i \sim N(0, \sigma^2_a) \).

The appropriateness of the Wooldridge model, i.e. that the assumption of uncorrelatedness between the firm-specific effect and the regressors is not valid, will be tested by the joint significance of the \( x \)-variables’ “within” means.

The basic model for R&D investment is specified as:\(^{12}\)

\(^{11}\) Note that it is not useful to estimate a fixed effects Tobit model, as the maximum likelihood estimator of this model is not consistent (see e.g. Cameron and Trivedi 2005).

\(^{12}\) Although the model contains a time-invariant firm-specific effect we also include the time-invariant regressors \( GROUP \) and the industry dummies, as the firm-specific effect is treated as a random component in the estimation.
\[
\frac{R\&D^*}{K_{it}} = \beta_0 + \beta_1 \ln(PATSTOCK_{i,t-1}) + \beta_2 \frac{WCAP_{i,t-1}}{K_{i,t-1}} + \beta_3 \frac{WCAP_{i,t-1}}{K_{i,t-1}} \times \ln(PATSTOCK_{i,t-1}) \\
+ \beta_4 \frac{DEBT_{i,t-1}}{K_{i,t-1}} + \sum_{h=5}^{9} \beta_h Z_{ik} + \sum_{k=10}^{25} \beta_k IND_{ik} + \sum_{s=26}^{35} \beta_s t_s + c_t + u_{it}
\]

(4)

Where \(Z_{ik}\) corresponds to the set of firm level control variables including \(SIZE\) in terms of tangible assets, \(AGE\) and \(GROUP\). \(IND_{ik}\) comprise the industry dummies and \(t_s\) the set of year dummies. The model for the observable \(R\&D/K\) ratio is the following:

\[
\frac{R \& D_{it}}{K_{it}} = \begin{cases} 
R \& D_{it}^* \text{ if } x_t \beta + c_t + u_{it} > 0 \\ 
0 & \text{otherwise.}
\end{cases}
\]

(5)

We include an interaction term of the working capital ratio and the patent indicator to measure the impact of patenting activity on the firms’ sensitivity in R&D investment to the availability of internal liquidity as captured by working capital. The patent indicator \(PATSTOCK_{i,t-1}\) measures the firms discounted patent stock as described above at period \(t-1\). We employ the natural log of \(PATSTOCK_{i,t-1}\), i.e. \(\ln(PATSTOCK_{i,t-1} + 1)\) in the estimations to account for the skewness of the patent distribution. One may also include an indicator that captures recent patenting activity, i.e. a dummy for new patent applications \(PATDUMMY\) that takes the value one if the firms filed for at least one patent in \(t-1\).

5.1 Estimation Results

The results of the random effects panel model are presented on the left hand-side of Table 2 and the results for the model that allows for correlated effects by including the within sample means of the time variant firm characteristics are presented on the right panel. Table 2 shows the results of the specification with the \(PATSTOCK\) variable as outlined above. The first and fourth columns present the results for the full sample, columns two and five show the results for small firms and columns three and six for larger firms.

First, it should be noted that the tests of whether \(x\) and \(c\) are uncorrelated are rejected for the regressions for both subsamples (tests on joint significance on within means). Thus, we would prefer the Wooldridge generalization of the random effects model over the
‘traditional’ random effects model. In the following, we therefore limit our discussion to these results.

As can be seen in Table 2, we observe a significant positive coefficient on lagged working capital intensity for the full sample. The sample split models, however, indicate that this effect is mainly driven by small firms. In line with previous literature identifying financing constraints by investments’ sensitivity to internal liquidity, we may interpret the different size in the coefficients between small and large firms as an indication that smaller firms are more dependent on internal means for financing their R&D (supporting Hypothesis 1).

The patent stock itself is positively and significantly related to R&D spending in the full sample and for larger firms. Our main attention is directed at the interaction effect between the firms’ past patent activity and the firm’s liquidity. As can be gathered from Table 2, the sign of the coefficient of the interaction term \((\frac{WCA}{K} - 1) \cdot \ln(PATSTOCK)\) is negative and significant, but only in the sample of small firms. Its negative sign suggests that the firm’s patent stock helps to reduce the dependence on working capital (supporting Hypothesis 2 and 3). This “mitigation” effect is robust to the inclusion of controls for correlated fixed effects. In terms of the magnitude of the mitigation effect, we see that the interaction coefficient of -0.105 when compared to the working capital coefficient of 0.175 corresponds to about two-thirds of the initial effect. In other words, the larger a small firm’s patent stock, the lower its dependency of internal liquidity when investing in R&D. In terms of marginal effects, we also find that the patent stock has a significant economic impact on investment. Consider a small firm that does not hold any patents and has otherwise average firm characteristics including an average value of \(WCA/K\). Now suppose it is hit by a shock in liquidity such that its value of \(WCA/K\) is reduced by one standard deviation. As a consequence, its R&D investment to tangible assets ratio is expected to decline by about 48%, other things equal. If, however, the same liquidity shock hits a small firm that patents at the average value of the patent stock distribution in the sample, its investment to assets ratio would only reduce by 23%. Thus, the significant coefficient estimates of the liquidity, the patent stock and their interaction, also translate into economically significant results.
These insights are robust to the altering the specification using a dummy variable for recent patenting activity only.\textsuperscript{13} Thus, in general, small firms depend highly on their internal resources, but having patent applications alleviate the constraint, on average. Thus, whatever attributes of the firms patents are assumed to correlate with, the signal seems to be positive. In line with previous studies, we find that liquidity is less associated with R&D in larger firms. In addition, although the past patent stock is strongly associated with current R&D intensity, patents have no impact on the small liquidity coefficient, suggesting that there is no signaling role of patents for large firms.

The control variables show the expected signs. Among the larger firms, more physical capital-intensive firms invest less in R&D, while group membership is positively associated with R&D for small firms. Not surprisingly, industry is a strong predictor of R&D spending. Interestingly, for the sub-sample of small firms, we further find evidence for a sensitivity of R&D to business cycle movements as captured by the year dummies, while larger firms’ R&D spending seems less sensitive to fluctuations in the business cycle.\textsuperscript{14}

\textsuperscript{13} Detailed results are available from the authors upon request. The $\chi^2(3)$ for coefficient equality across small and large firms is 82.6 for patent applications and 75.1 for the patenting dummy.

\textsuperscript{14} Note that Czarnitzki et al. (2011) used a subsample of this database for estimating to what extent R&D subsidies mitigate financing constraints for R&D investment. In order to not distract the reader from the core issue of this paper, we omit the subsidy variable and further discussion about it in this empirical study. All results as reported hold when a subsidy variable is included in the regressions as in Czarnitzki et al. (2011).
Table 2: Estimation results from Tobit regressions of R&D intensity (R&D over tangible assets) on lagged patent stock

<table>
<thead>
<tr>
<th>Variable</th>
<th>Random-Effects Panel Model</th>
<th>Wooldridge Estimator</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln(PATSTOCK)$_{t-1}$</td>
<td>full sample</td>
<td>EMPL &lt; 50</td>
</tr>
<tr>
<td>(0.156)</td>
<td>(0.610)</td>
<td>(0.071)</td>
</tr>
<tr>
<td>WCAP$<em>{t-1}$ / K$</em>{t-1}$</td>
<td>0.111***</td>
<td>0.159***</td>
</tr>
<tr>
<td>(0.009)</td>
<td>(0.016)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>ln(PATSTOCK)$_{t-1}$</td>
<td>-0.051***</td>
<td>-0.105***</td>
</tr>
<tr>
<td>(0.010)</td>
<td>(0.023)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>DEBT$<em>{t-2}$ / K$</em>{t-1}$</td>
<td>0.042**</td>
<td>0.104*</td>
</tr>
<tr>
<td>(0.021)</td>
<td>(0.054)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>ln(K$_{t-1}$)</td>
<td>-0.368***</td>
<td>-0.581***</td>
</tr>
<tr>
<td>(0.062)</td>
<td>(0.152)</td>
<td>(0.044)</td>
</tr>
<tr>
<td>ln(AGE$_{t}$)</td>
<td>-0.120</td>
<td>-0.365</td>
</tr>
<tr>
<td>(0.181)</td>
<td>(0.371)</td>
<td>(0.111)</td>
</tr>
<tr>
<td>GROUP$_{t}$</td>
<td>0.295*</td>
<td>0.695**</td>
</tr>
<tr>
<td>(0.168)</td>
<td>(0.334)</td>
<td>(0.099)</td>
</tr>
<tr>
<td>Joint sign. of time dummies $\chi^2$(9)</td>
<td>23.0***</td>
<td>22.1***</td>
</tr>
<tr>
<td>Joint sign. of ind. dummies $\chi^2$(15)</td>
<td>102.2***</td>
<td>55.6***</td>
</tr>
<tr>
<td>Joint sign. of within means $\chi^2$(4)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Log-Likelihood</td>
<td>-10.118.7</td>
<td>-5.093.6</td>
</tr>
<tr>
<td>$\rho$ (s. e.)</td>
<td>0.633 (0.015)</td>
<td>0.564 (0.025)</td>
</tr>
<tr>
<td># observations</td>
<td>4,390</td>
<td>1,962</td>
</tr>
<tr>
<td># censored observations</td>
<td>666</td>
<td>305</td>
</tr>
</tbody>
</table>

Notes: Standard errors are in parentheses. *** (**, *) indicate a significance level of 1% (5%, 10%). All models include an intercept (not shown). Coefficients of variables’ within means in Wooldridge model are omitted from the table. The value of $\rho$ indicates the share of the total variance which is due to the cross-sectional variation.
5.2 Patent signal or patent value?

The previous results suggest that patents affect the firms’ dependence on internal funds for conducting R&D for small firms. If this effect was due to a signaling value of patents then we would expect the effect is related to the patent application and not necessarily to the ex-post value of the patented technology. In other words, the effect should stem from the patent application independently of whether or not the technology turned out to be highly valuable in the end. For the purpose of testing this, we use the forward citations to the patent applied for in \( t-1 \) by the firm. As shown in previous research, the value distribution of patented inventions is subject to considerable uncertainty early in the patent life and ultimately highly skewed. Using a number of measures (renewal rates, citations, surveys, etc.) researchers have found that only a few patents turn out to be of high economic value, while the remainder are worth almost nothing (Pakes, 1985; Schankerman and Pakes, 1986; Harhoff et al., 1999; Deng, 2007). Thus, one does not expect patents to alleviate financing constraints unless patents signal something more, for example overall technological competencies, than simply the expected rents from appropriating returns on R&D via IP protection. This would make the patent right itself valuable, independently of the value of the underlying technology. Hall et al. (2005) suggest using forward patent citations (references to the patent in subsequent patent applications) as a patent value indicator. The more citations a firm’s patents receive, the more influential are these patents for follow-on technology developments, and consequently the higher is the assumed economic value of the patents. Research on the appropriateness of forward citations as value indicator found citations to correlate positively and significantly with patents’ economic value reported in surveys (Harhoff et al., 1999; Jaffe et al., 2000; Gambardella et al. (2008).

In the sample of small firms, however, we observe only very few patenting firms that receive citations to their patents at all (14 firms, corresponding to only a quarter of the small firms who patent).\(^{15}\) In other words, the reported effect can hardly be due to the ex-post value of the underlying invention, as proxied by the average number of forwards citations to the patent in a five year-window after the patent was filed.

\(^{15}\) For the larger firms, 58 have citations, about half of those who patent.
Among larger and patent active firms, about 15 percent receive citations to their patents. On average, these firms received 8 citations to their patents in the sample period. This number is of course downward biased by the number of non-patenting firms in our sample. Among the firms with at least one patent, the overall number of citations is 27 with a maximum of 4554 total citations. More meaningful is the average number of citations per patent that firms receive, on average. In the sub-sample of large firms this number is 0.47, with a maximum of 255 citations per patent. It should be noted that we consider patent profiles at the level of the firms which implies that we aggregate citations over all the patents the firm applied for in a given year and then divide by patents.

The citations per patent variable has a very skewed distribution, as expected. Table 3 below shows the distribution of the citation stock-patent stock ratio (lagged) for our sample:

<table>
<thead>
<tr>
<th>CITSTOCK_{t-1}/PATSTOCK_{t-1}</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>4148</td>
</tr>
<tr>
<td>0-1</td>
<td>75</td>
</tr>
<tr>
<td>1-2</td>
<td>47</td>
</tr>
<tr>
<td>2-5</td>
<td>48</td>
</tr>
<tr>
<td>5-10</td>
<td>35</td>
</tr>
<tr>
<td>More than 10</td>
<td>37</td>
</tr>
</tbody>
</table>

We therefore experimented with a number of specifications of the citations variable: the lagged cite stock-patent stock ratio (in levels and logs), the previous year’s citation/patent ratio (in levels and logs), and a simple dummy for the 242 observation with a nonzero citation stock. The citations stock (CITSTOCK) is calculated in the same fashion as the patent stock. The results are presented in Table 4, for the whole sample of firms. The coefficients of WCAP/K and the signs and significance levels of the control variables are comparable to the previous specification. Neither the citations term nor its interaction with working capital is ever significant, singly or jointly (supporting Hypothesis 4).  

---

16 We also experimented with using a series of dummies for different levels of average cites per patent, as in Hall et al. (2005), but without success.
The irrelevance of the ex-post patent quality points to the conclusion that the signalling value of a patent is irrespective of the actual value of the patented technology for small firms and controlling for patent quality does not compromise the result for larger firms.\textsuperscript{17} We caution that this conclusion may be somewhat weaker than the conclusion that patents matter for financing, for two reasons: 1) citations may be a relatively weak indicator of value, especially citations based on EPO data, which are fewer in number; 2) these citations have been collected over a relatively short horizon.

6 Conclusion

Previous literature suggests that besides the original function of a patent to protect an invention, patents may additionally serve as a signal to lenders and investors easing access to external financing. The current study was motivated by a gap in the literature on the role of patents as quality signals for established R&D-active firms. The role of patents as quality signals for these firms, unlike for start-up firms and entrepreneurial ventures, has received little systematic treatment so far.

In line with previous research, the results showed that in particular small firms have to rely on internal liquidity to fund their R&D activities as a result of limited access to external financing. Moreover, the results showed that patent activity may help small firms to attract external financing more easily compared to non-patenting firms. Hence, their R&D spending relies to a lesser extent on available internal funds. We also found that the mitigating effect of patent applications is not due to the actual ex-post value of the patented technology, and we therefore conclude that patents do have some signaling effect. Thus, the patent application has a value in itself unrelated to the ex-post economic value of the patented invention. An alternative and related interpretation of our findings is that the private value of the invention is so uncertain at the time of application that capital markets and financial institutions are unable to distinguish among the various patents held by small firms, although they do evaluate the mere existence of a patent application positively.

\textsuperscript{17} Note that the number of citations is always truncated. Moreover, in our case, observations in the years later than 2008 have a shorter citation window than five years. We tested the sensitivity of our results to dropping these observations and found that the coefficients’ magnitude and significance is hardly affected.
Our findings add to previous research that suggested that patents play a particularly valuable signaling role in the start-up phase of a firm by finding patents to be important for small firms to attract external financing even if they are already established. The results thus stress that firms size may not only determine the likelihood that firms face financing constraints for R&D, but also whether patent help firms to signal technology competencies. As about half of the firms in our sample qualify as being small, the significance of the findings for technological advances at the level of the Flemish economy is clear. If small firms slow down growth in order to adapt their growth to the rates that can be maintained with its available financial means, as a consequence, growth of such firms is constrained by internal finance postponing technological advances and forgoing some technological opportunities. For many small technology firms, the signaling value of patents may thus be valuable adding to the protection function of patents.

Long (2002) argues that investors give high importance to patent counts when looking at established firms. In contrast, when looking at less-established firms, investors investigate the quantity as well as the quality of the patents. This may have affected our findings as the present study explicitly studied established firms. So it might be, that if we had considered young firms in our sample, patent quality would have mattered more. This distinction should be addressed in more detail in future research. Moreover, as individual patents can convey information about an particular invention, “patent portfolios may provide information about the lines of research a firm is conducting and how quickly the research is proceeding” (Long 2001). Future research may therefore benefit from a more detailed assessment of the firms’ patent portfolios in order to disentangle the portfolio effect from the signal value of the individual patent.

Finally, future research would also benefit from studying in much greater detail how the signal varies between different external investors and also whether it matters for attracting public R&D funding. Previous research suggested that public funding agencies may act like private investors in the sense that they favor less uncertain projects that a more likely to result in marketable products sooner.
Table 4: Estimation results from Tobit regressions with Wooldridge correction of R&D over tangible assets with citations

<table>
<thead>
<tr>
<th>Variable</th>
<th>ln(CITSTOCK/PATSTOCK)</th>
<th>CITSTOCK/PATSTOCK</th>
<th>ln(average citations per patent)</th>
<th>average citations per patent</th>
<th>dummy (non-zero CITSTOCK)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PATSTOCK</td>
<td>0.491**</td>
<td>0.780***</td>
<td>0.598***</td>
<td>0.588***</td>
<td>0.616***</td>
</tr>
<tr>
<td>WCAP_{t-1}/K_{t-1}</td>
<td>0.116***</td>
<td>0.111***</td>
<td>0.115***</td>
<td>0.115</td>
<td>0.115***</td>
</tr>
<tr>
<td>(WCAP_{t-1}/K_{t-1})*PATSTOCK</td>
<td>-0.032*</td>
<td>-0.051***</td>
<td>-0.054***</td>
<td>-0.052***</td>
<td>-0.055***</td>
</tr>
<tr>
<td>CITATIONS</td>
<td>-0.169</td>
<td>0.000</td>
<td>-0.155</td>
<td>-0.003</td>
<td>-0.398</td>
</tr>
<tr>
<td>(WCAP_{t-1}/K_{t-1})*CITATIONS</td>
<td>0.029</td>
<td>0.002</td>
<td>0.031</td>
<td>0.003</td>
<td>0.063</td>
</tr>
<tr>
<td>DEBT_{t-2}/K_{t-1}</td>
<td>0.044*</td>
<td>0.042**</td>
<td>0.044*</td>
<td>0.044*</td>
<td>0.044*</td>
</tr>
<tr>
<td>ln(K_{t-1})</td>
<td>-0.218*</td>
<td>-0.368***</td>
<td>-0.218*</td>
<td>-0.216*</td>
<td>-0.224*</td>
</tr>
<tr>
<td>ln(AGE_{t-1})</td>
<td>-0.093</td>
<td>-0.118</td>
<td>-0.097</td>
<td>-0.095</td>
<td>-0.092</td>
</tr>
<tr>
<td>GROUP</td>
<td>0.319*</td>
<td>0.296*</td>
<td>0.315*</td>
<td>0.311*</td>
<td>0.319*</td>
</tr>
</tbody>
</table>

Joint test for citation variables $\chi^2(2)$ | 3.1 | 0.1 | 0.9 | 0.1 | 1.3 |
Joint sign. of time dummies $\chi^2(9)$ | 24.1*** | 23.9*** | 24.0*** | 23.9*** | 23.6*** |
Joint sign. of ind. dummies $\chi^2(15)$ | 95.7*** | 96.2*** | 96.1*** | 95.9*** | 96.4*** |
Joint sign. of within means $\chi^2(4)$ | 5.9 | 5.7 | 6.0 | 5.8 | 9.5* |
Log-Likelihood | -10,114.2 | -10,115.8 | -10,115.3 | -10,115.8 | -10,115.3 |
\( \rho \) (s.e) | 0.632 (0.015) | 0.633 (0.015) | 0.632 (0.015) | 0.633 (0.015) | 0.631 (0.015) |
# observations | 4,390 | 4,390 | 4,390 | 4,390 | 4,390 |
# censored observations | 666 | 666 | 666 | 666 | 666 |

Notes: Standard errors are in parentheses. ***, **, * indicate a significance level of 1% (5%, 10%). All models include an intercept (not shown). Coefficients of variables’ within means in Wooldridge model are omitted from the table. The value of \( \rho \) indicates the share of the total variance which is due to the cross-sectional variation.
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## Appendix

### Table A1: Industry classifications

<table>
<thead>
<tr>
<th>Industry</th>
<th>NACE rev. 2008</th>
<th>Description</th>
<th>Firms</th>
<th>Observations</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10, 11, 12</td>
<td>Food and Tobacco</td>
<td>107</td>
<td>394</td>
<td>8.97</td>
</tr>
<tr>
<td>2</td>
<td>13, 14, 15</td>
<td>Textiles, Clothing and Leather</td>
<td>79</td>
<td>302</td>
<td>6.88</td>
</tr>
<tr>
<td>3</td>
<td>16, 31</td>
<td>Wood and Furniture</td>
<td>42</td>
<td>137</td>
<td>3.12</td>
</tr>
<tr>
<td>4</td>
<td>17, 18</td>
<td>Paper</td>
<td>19</td>
<td>99</td>
<td>2.26</td>
</tr>
<tr>
<td>5</td>
<td>19, 20</td>
<td>Chemicals</td>
<td>85</td>
<td>357</td>
<td>8.13</td>
</tr>
<tr>
<td>6</td>
<td>21</td>
<td>Pharmaceuticals</td>
<td>19</td>
<td>81</td>
<td>1.85</td>
</tr>
<tr>
<td>7</td>
<td>22</td>
<td>Rubber and Plastic</td>
<td>60</td>
<td>225</td>
<td>5.13</td>
</tr>
<tr>
<td>8</td>
<td>24, 25, 33</td>
<td>Metal</td>
<td>94</td>
<td>389</td>
<td>8.86</td>
</tr>
<tr>
<td>9</td>
<td>27, 28</td>
<td>Machines and Equipment</td>
<td>148</td>
<td>606</td>
<td>13.80</td>
</tr>
<tr>
<td>10</td>
<td>26</td>
<td>ICT</td>
<td>58</td>
<td>245</td>
<td>5.58</td>
</tr>
<tr>
<td>11</td>
<td>29, 30</td>
<td>Transport</td>
<td>30</td>
<td>123</td>
<td>2.80</td>
</tr>
<tr>
<td>12</td>
<td>41</td>
<td>Building and Construction</td>
<td>33</td>
<td>110</td>
<td>2.51</td>
</tr>
<tr>
<td>13</td>
<td>1, 5, 23, 37, 35, 32</td>
<td>Miscellaneous Manufacturing</td>
<td>76</td>
<td>340</td>
<td>7.74</td>
</tr>
<tr>
<td>14</td>
<td>45, 46, 47, 49, 55, 58</td>
<td>Commerce and Transport</td>
<td>94</td>
<td>335</td>
<td>7.63</td>
</tr>
<tr>
<td>15</td>
<td>59, 64, 68, 69, 71 - 79</td>
<td>Other Services</td>
<td>124</td>
<td>374</td>
<td>8.52</td>
</tr>
<tr>
<td>16</td>
<td>61, 62</td>
<td>Software Development and Communication</td>
<td>79</td>
<td>273</td>
<td>6.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1,147</td>
<td>4,390</td>
</tr>
</tbody>
</table>
PREVIOUS DISCUSSION PAPERS


Forthcoming in: Review of Economics.


125 Schwarz, Christian and Suedekum, Jens, Global Sourcing of Complex Production Processes, December 2013.
Forthcoming in: Journal of International Economics.


Forthcoming in: Research Policy.

120 Giesen, Kristian and Suedekum, Jens, City Age and City Size, November 2013.


118 Manasakis, Constantine and Vlassis, Minas, Downstream Mode of Competition With Upstream Market Power, November 2013.
Sapi, Geza and Suleymanova, Irina, Consumer Flexibility, Data Quality and Targeted Pricing, November 2013.


Baumann, Florian, Denter, Philipp and Friehe Tim, Hide or Show? Endogenous Observability of Private Precautions Against Crime When Property Value is Private Information, November 2013.


Baumann, Florian and Friehe, Tim, Competitive Pressure and Corporate Crime, September 2013.


Baumann, Florian and Friehe, Tim, Design Standards and Technology Adoption: Welfare Effects of Increasing Environmental Fines when the Number of Firms is Endogenous, September 2013.


91 Baumann, Florian and Friehe, Tim, Private Protection Against Crime when Property Value is Private Information, April 2013. Published in: International Review of Law and Economics, 35 (2013), pp. 73-79.


88 Jovanovic, Dragan, Mergers, Managerial Incentives, and Efficiencies, April 2013.


84 Bataille, Marc and Steinmetz, Alexander, Intermodal Competition on Some Routes in Transportation Networks: The Case of Inter Urban Buses and Railways, January 2013.


82 Regner, Tobias and Riener, Gerhard, Voluntary Payments, Privacy and Social Pressure on the Internet: A Natural Field Experiment, December 2012.


80 Baumann, Florian and Friehe, Tim, Optimal Damages Multipliers in Oligopolistic Markets, December 2012.


77 Coenen, Michael and Jovanovic, Dragan, Investment Behavior in a Constrained Dictator Game, November 2012.


73 Riener, Gerhard and Wiederhold, Simon, Heterogeneous Treatment Effects in Groups, November 2012.


71 Muck, Johannes and Heimeshoff, Ulrich, First Mover Advantages in Mobile Telecommunications: Evidence from OECD Countries, October 2012.


68 Regner, Tobias and Riener, Gerhard, Motivational Cherry Picking, September 2012.
<table>
<thead>
<tr>
<th>No.</th>
<th>Authors</th>
<th>Title</th>
<th>Year</th>
<th>Publication Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>66</td>
<td>Riener, Gerhard and Wiederhold, Simon</td>
<td>Team Building and Hidden Costs of Control</td>
<td>September 2012</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>Jovanovic, Dragan and Wey, Christian</td>
<td>An Equilibrium Analysis of Efficiency Gains from Mergers</td>
<td>July 2012</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>Sapi, Geza</td>
<td>Bargaining, Vertical Mergers and Entry</td>
<td>July 2012</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>Lambarraa, Fatima and Riener, Gerhard</td>
<td>The Norms of Charitable Giving in Islam: A Field Experiment</td>
<td>June 2012</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>Dewenter, Ralf and Heimeshoff, Ulrich</td>
<td>More Ads, More Revs? Is there a Media Bias in the Likelihood to be Reviewed?</td>
<td>June 2012</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>Kellner, Christian and Riener, Gerhard</td>
<td>The Effect of Ambiguity Aversion on Reward Scheme Choice</td>
<td>June 2012</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>Benndorf, Volker and Rau, Holger A.</td>
<td>Competition in the Workplace: An Experimental Investigation</td>
<td>May 2012</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>Dewenter, Ralf and Heimeshoff, Ulrich</td>
<td>Less Pain at the Pump? The Effects of Regulatory Interventions in Retail Gasoline Markets</td>
<td>May 2012</td>
<td></td>
</tr>
</tbody>
</table>


48 Herr, Annika and Suppliet, Moritz, Pharmaceutical Prices under Regulation: Tiered Co-payments and Reference Pricing in Germany, April 2012.


Older discussion papers can be found online at: http://ideas.repec.org/s/zbw/dicedp.html